
Scale Equivariant Graph MetaNetworks

An emerging machine learning paradigm
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TLDR: We aim to learn func/ons of neural networks. 
We study their symmetries and create 

Scale Equivariant Graph Metanetworks.

Neural Network symmetries

ScaleGMN

• Network architecture       Permutation symmetries: Hidden neurons do not 
possess any inherent ordering 

• Activation functions       Scaling symmetries: Multiplying hidden neurons’ biases 
and all incoming weights with a constant a results in scaling its output with a 
corresponding constant b.

Learning higher-order functions, i.e. functions whose inputs are functions 
themselves, particularly when these inputs are Neural Networks (NNs).

For more details on scaling symmetries, refer to the paper.

For several activation functions we have:

ReLU

Generalised permutation matrices with 
positive entries of the form:

sine (INR), tanh

Signed permutation matrices of the 
form:

Consisted of 3 building blocks.

How to be Scale Invariant?

(Scale Invariant Net)

(ReScale Equivariant Net)

How to be Scale Equivariant?

(Scale Equivariant Net)

Input of MSG scaled by different multipliers: 

central 
vertex neighbor edge

g

How to be ReScale Equivariant?

} } }

The output should be scaled by      .

Using the above, we create ScaleGMN:

1. Map the input NN to a graph, based on its architecture. 
2. Define scale equivariant MSG and UPD functions: 

 
 
 

3. Define a scale and permutation-invariant READ function:

The above method refers to the forward ScaleGMN variant. Refer to the paper for the bidirectional one.

Motivation
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Implicit Neural Representation

1. Vast ecosystem of millions of publicly available trained models. 
2. Discrete data as trainable continuous functions: 

• Trained NN parameters to represent datapoint signals, such as images or 3D 
shapes (INR/NeRF). 

3. Neural Network processing: 
• Analysis/Interpretation: 

 
 

• Editing: 
 
 

• Synthesis: 
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Experiments

ScaleGMN

predicted 
class 
i.e. 8
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1.  INR Classification

ScaleGMN

predicted 
accuracy 
i.e. 0.96

2.  Generalization prediction
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3.  INR Editing

Theoretical Outcomes

*Proposition

ScaleGMN is permutation & scale equivariant. Additionally, ScaleGMN is 
permutation & scale invariant when using a readout with the same symmetries.

*Theorem

Bidirectional ScaleGMN with sufficiently expressive MSG and vertex UPD functions 
can simulate the forward and backward pass of any input FFNN, when ScaleGMN’s 
depth are equal or double the length of the input neural network.


